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We demonstrate a symbolic elimination technique to solve a nine-parameter 3D affine transformation when only three known points in both systems are given. The system of nine equations is reduced to six by subtracting the equations and eliminating the translation parameters. From these six equations, five variables are eliminated using a Gröbner basis to get a quadratic univariate polynomial, from which the solution can be expressed symbolically. The main advantage of this result is that we do not need to guess initial values of the nine parameters, which is necessary in the case of the traditional solution of the nonlinear system of equations. This result can be useful in geodesy, robotics, and photogrammetry when occasionally only three known points in both systems are given or when a Gauss–Jacobi combinatorial solution may be required for certain reasons, for example detecting outliers by using variance-covariance matrices.

Introduction

Three-dimensional data transformations play a central role in contemporary Euclidean point positioning. In precise positioning with a global positioning system (GPS), coordinates given in the World Geodetic System 1984 (WGS84) often have to be transformed into a local geodetic coordinate system. The transformation between the traditional terrestrial coordinate system and the derived network of satellite observations is a difficult task due to the heterogeneity of the data.

Due to the distortions between the traditional terrestrial and the GPS-derived networks, the seven-parameter similarity transformations may not offer satisfactory precision in some cases. To reduce the remaining residuals after the transformation, other transformation models with more parameters can be used. The nine-parameter affine transformation is not only a logical extension but even a generalization of the seven-parameter similarity transformation model; when the three scale parameters are equal, we get the similarity...
transformation model. This transformation modifies the Helmert $C_7(3)$ transformation, where three different scales are used in the corresponding coordinate axes instead of only one scale factor. Späth [1] estimated the model parameters by using a numerical minimization technique of the residual vector and Papp [2] used a linearized least-squares method. Watson [3] pointed out that the Gauss–Newton method or its variants can be easily implemented for the nine-parameter problem using separation of variables and iteration with respect to the rotation parameters alone, while other parameters can be calculated via a simple linear least-squares solution. The method he suggested is analogous to other methods for separated least-squares problems, which go back at least to Golub and Pereyra [4]. The nine-parameter affine transformation is also included in some coordinate-transformation software developed at the request of GPS users (e.g., see Mathes [5] and Fröhlich and Bröker [6]). Here we should mention transformation models with more than nine parameters. Wolfrum [7] even added one more parameter to the previous nine, a (horizontal) direction of maximal scale distortion. Grafarend and Kampmann [8] applied a ten-parameter conformal group for geodetic data transformation employing maximum likelihood estimations for numerical estimation of the parameter values. There are other models with even more parameters, like polynomial transformations (Volgyesi et al [9], Cai and Grafarend [10]) and models using artificial neural networks (Barsi [11], Zaletnyik [12]).

## Definition of the Problem

A 3D affine transformation is one possible generalization of the $C_7(3, 3)$ Helmert transformation, using three different scale parameters $s_1, s_2, s_3$ instead of a single one. In this case the scale factors can be modeled by a diagonal matrix $W$,

\[
\begin{bmatrix}
x_i \\
y_i \\
z_i
\end{bmatrix} = W R \begin{bmatrix} X_i \\ Y_i \\ Z_i \end{bmatrix} + \begin{bmatrix} X_0 \\ Y_0 \\ Z_0 \end{bmatrix},
\]

where

\[
W = \begin{pmatrix}
s_1 & 0 & 0 \\ 0 & s_2 & 0 \\ 0 & 0 & s_3
\end{pmatrix},
\]

$X_0, Y_0, Z_0$ are the three translation parameters, and $R$ is the rotation matrix expressed in terms of the skew-symmetric matrix $S$ (see Awange and Grafarend [13]),

\[
S = \begin{pmatrix}
0 & -c & -b \\
c & 0 & -a \\
-b & a & 0
\end{pmatrix}.
\]
The rotation matrix is

$$R = (I_3 - S)^{-1} (I_3 + S),$$

where $I_3$ is the $3 \times 3$ identity matrix.

Let $\sigma_i = \frac{1}{x_i}$ and $\Omega = W^{-1}$.

To determine the nine parameters of the transformation $(a, b, c, X_0, Y_0, Z_0, s_1, s_2, s_3)$ we need three noncollinear points with known coordinates in both coordinate systems. Instead of the scale parameters $s_1, s_2, s_3$, we use $\sigma_1, \sigma_2, \sigma_3$ to get simpler equations.

The following commands define the matrices in Mathematica.

$$S = \begin{pmatrix} 0 & -c & b \\ c & 0 & -a \\ -b & a & 0 \end{pmatrix};$$

$$I_3 = \text{IdentityMatrix}[3];$$

$$R = \text{Inverse}[(I_3 - S)] . (I_3 + S) \text{ // Simplify; \ MatrixForm[R]}$$

$$\Omega = \begin{pmatrix} \sigma_1 & 0 & 0 \\ 0 & \sigma_2 & 0 \\ 0 & 0 & \sigma_3 \end{pmatrix};$$

Expressing the rotation matrix with the skew-symmetric matrix and using the inverse of the scale matrix $\Omega$, this is the nonlinear system.

$$\begin{array}{l}
\text{Table}[
\begin{pmatrix}
(f_{13}(i-1)) \\
(f_{23}(i-1)) \\
(f_{33}(i-1))
\end{pmatrix} =
\begin{pmatrix}
X_1 \\
Y_1 \\
Z_1
\end{pmatrix} - \begin{pmatrix}
X_0 \\
Y_0 \\
Z_0
\end{pmatrix},
(i, 0, 3)];
\end{array}$$
Elimination of the Translation Parameters

Solutions of the nonlinear system of equations in geodesy have received wide coverage, as evidenced in the works of Bancroft [14], Grafarend and Schaffrin [15], Singer et al. [16], Kleusberg [17, 18], Lichtenegger [19], and Awange [20]. Similarly to the \(C_3(3)\) problem (see Awange and Grafarend [21]), we can reduce the system by subtracting the equations, eliminating the translation parameters.

\[
\text{sysR} = \{ f_1 - f_7, f_4 - f_7, f_2 - f_8, f_5 - f_8, f_3 - f_9, f_6 - f_9 \} // \text{FullSimplify}
\]

\[
\begin{align*}
-f_1 &= -X_1 + c Y_1 - b Z_1 + x_1 (x_1 + x_3) \sigma_1 + c Y_0 - b z_1 + b z_0 \sigma_3 \\
-f_2 &= -c X_1 - y_1 + a Z_1 - c x_1 \sigma_1 + c X_0 \sigma_1 + y_1 \sigma_2 - c Y_0 \sigma_2 + a z_1 \sigma_3 - a z_0 \sigma_3 \\
-f_3 &= b X_1 - a Y_1 - b z_1 + b x_1 \sigma_1 - a y_1 \sigma_2 + a Y_0 \sigma_2 + z_2 \sigma_3 - z_0 \sigma_3 \\
-f_4 &= -X_2 + c Y_2 - b Z_2 + x_2 (x_2 + x_3) \sigma_1 - a y_2 \sigma_2 + a Y_0 \sigma_2 + b z_2 \sigma_3 + b Z_0 \sigma_3 \\
-f_5 &= -c X_2 - y_2 + a Z_2 - c x_2 \sigma_1 + c X_0 \sigma_1 + y_2 \sigma_2 - c Y_0 \sigma_2 + a z_2 \sigma_3 - a z_0 \sigma_3 \\
-f_6 &= b X_2 - a Y_2 - b z_2 + b x_2 \sigma_1 - b x_0 \sigma_1 - a y_2 \sigma_2 + a Y_0 \sigma_2 + z_2 \sigma_3 - z_0 \sigma_3 \\
-f_7 &= -X_3 + c Y_3 - b Z_3 + x_3 (x_3 + x_1) \sigma_1 + c y_3 \sigma_2 - c Y_0 \sigma_2 + b z_3 \sigma_3 + b Z_0 \sigma_3 \\
-f_8 &= -c X_3 - y_3 + a Z_3 - c x_3 \sigma_1 + c X_0 \sigma_1 + y_3 \sigma_2 - c Y_0 \sigma_2 + a z_3 \sigma_3 - a z_0 \sigma_3 \\
-f_9 &= b X_3 - a Y_3 - Z_3 + b x_3 \sigma_1 - b x_0 \sigma_1 - a y_3 \sigma_2 + a Y_0 \sigma_2 + z_3 \sigma_3 - z_0 \sigma_3
\end{align*}
\]
■ Introduction of Relative Coordinates

Employing a Gröbner basis, the reduced equation system can easily be reduced further if we introduce some new variables. Let us call these relative coordinates.

It is clear that introducing the following variables can simplify the description of the system.

\[
\begin{align*}
\text{newVarsA} & = \{ x_{12} \to x_1 - x_2, \; x_{13} \to x_1 - x_3, \; x_{23} \to x_2 - x_3, \\
y_{12} & \to y_1 - y_2, \; y_{13} \to y_1 - y_3, \; y_{23} \to y_2 - y_3, \\
z_{12} & \to z_1 - z_2, \; z_{13} \to z_1 - z_3, \; z_{23} \to z_2 - z_3, \\
x_{12} & \to x_1 - x_2, \; x_{13} \to x_1 - x_3, \; x_{23} \to x_2 - x_3, \\
y_{12} & \to y_1 - y_2, \; y_{13} \to y_1 - y_3, \; y_{23} \to y_2 - y_3, \\
z_{12} & \to z_1 - z_2, \; z_{13} \to z_1 - z_3, \; z_{23} \to z_2 - z_3 \};
\end{align*}
\]

This is the new system.

\[
\begin{align*}
g_1 & = -x_{13} + c y_{13} - b z_{13} + x_{13} \sigma_1 + c y_{13} \sigma_2 - b z_{13} \sigma_3; \\
g_2 & = -x_{23} + c y_{23} - b z_{23} + x_{23} \sigma_1 + c y_{23} \sigma_2 - b z_{23} \sigma_3; \\
g_3 & = -c x_{13} - y_{13} + a z_{13} - c x_{13} \sigma_1 + y_{13} \sigma_2 + a z_{13} \sigma_3; \\
g_4 & = -c x_{23} - y_{23} + a z_{23} - c x_{23} \sigma_1 + y_{23} \sigma_2 + a z_{23} \sigma_3; \\
g_5 & = b x_{13} - a y_{13} - z_{13} + b x_{13} \sigma_1 - a y_{13} \sigma_2 + z_{13} \sigma_3; \\
g_6 & = b x_{23} - a y_{23} - z_{23} + b x_{23} \sigma_1 - a y_{23} \sigma_2 + z_{23} \sigma_3;
\end{align*}
\]

We verify the equivalence.

\[
\begin{align*}
\{ \{ g_1, g_2, g_3, g_4, g_5, g_6 \} / . \text{newVarsA} \} & \text{- sysR // FullSimplify} \\
\{ 0, 0, 0, 0, 0, 0 \}
\end{align*}
\]

■ Symbolic Solution for the Scale Parameters (\(\sigma_1, \sigma_2, \sigma_3\))

Our intention is to reduce the computation time of the three-point solution because (eg., in the case of a Gauss–Jacobi method for \(N > 3\) points) it is very important to use an effective method for solving one of the many combinations. This reduction can be done by a reduced Gröbner basis.

\[
\begin{align*}
gb_{\sigma_1} & = \text{GroebnerBasis}[\{ g_1, g_2, g_3, g_4, g_5, g_6 \}, \sigma_1, \\
& \{ a, b, c, \sigma_2, \sigma_3 \}, \text{MonomialOrder} \to \text{EliminationOrder}] \\
& \{-x_{23}^2 y_{13} z_{13} + x_{13} x_{23} y_{23} z_{13} + y_{13} y_{23} y_{23} z_{13} - \\
y_{13} y_{23}^2 z_{13} + x_{13} x_{23} y_{13} z_{23} - x_{13}^2 y_{23} z_{23} - y_{13} y_{23} z_{23} - \\
y_{13} y_{13} y_{23} z_{23} - y_{23} z_{23}^2 z_{23} + y_{23} z_{13} z_{13} z_{23} + \\
y_{13} z_{13} z_{23} z_{23} - y_{13} z_{13} z_{23}^2 + x_{23}^2 y_{13} z_{13} \sigma_1^2 - \\
x_{13} x_{23} y_{23} z_{13} \sigma_1^2 - x_{13} x_{23} y_{13} z_{23} \sigma_1^2 + x_{13}^2 y_{23} z_{23} \sigma_1^2 \}
\end{align*}
\]
\[
gbo_2 = \text{GroebnerBasis}[\{g_1, g_2, g_3, g_4, g_5, g_6\}, \sigma_2, \\
\{a, b, c, \sigma_1, \sigma_3\}, \text{MonomialOrder} \rightarrow \text{EliminationOrder}]
\]
\[
\begin{align*}
- X_{13} X_{23} X_{13} + X_{13} X_{23}^2 Z_{13} - X_{23} Y_{13} Z_{23} + \\
+ X_{13} Y_{23}^2 Z_{13} + X_{13} X_{23} Z_{23} - X_{13} X_{13} X_{23} Z_{23} + X_{23} Y_{13}^2 Z_{23} - \\
+ X_{13} Y_{13} Y_{23} Z_{23} + X_{23} Z_{13} Z_{23} - X_{13} Z_{13} Z_{23} + X_{13} Z_{13} Z_{23}^2 + X_{23} Y_{13} Z_{13} & \sigma_2 - \\
+ X_{13} Y_{23}^2 Z_{13} \sigma_2^2 - X_{23} Y_{13}^2 Z_{23} \sigma_2 + X_{13} Y_{13} Z_{23} Z_{23} \sigma_2^2
\end{align*}
\]

\[
gbo_3 = \text{GroebnerBasis}[\{g_1, g_2, g_3, g_4, g_5, g_6\}, \sigma_3, \\
\{a, b, c, \sigma_1, \sigma_2\}, \text{MonomialOrder} \rightarrow \text{EliminationOrder}]
\]
\[
\begin{align*}
X_{13} X_{23} X_{13} Y_{13} - X_{13} X_{23}^2 Y_{13} - X_{13}^2 X_{23} Y_{23} + \\
X_{13} X_{13} X_{23} Y_{23} - X_{13} Y_{13} Y_{23}^2 Y_{23} + X_{23} Y_{13} Y_{23} + \\
X_{13} Y_{13} Y_{23} X_{23} - X_{13} X_{13} Y_{23}^2 - X_{23} Y_{13} Z_{13} Z_{23} + \\
X_{13} Y_{23} Z_{13} Z_{23} - X_{13} X_{13} Z_{23}^2 + X_{23} Y_{23} Z_{13}^2 & \sigma_3^2 - \\
+ X_{13} Y_{23}^2 Z_{13} \sigma_3^2 - X_{33} Y_{13} Z_{23} Z_{23} + X_{13} Y_{13} Z_{23} Z_{23} \sigma_3^2
\end{align*}
\]

The polynomials providing the solution for \(\sigma_1, \sigma_2, \sigma_3\) are quadratic, therefore their solution can be expressed in analytic form (in all of these three cases, only the positive root is correct).

\[
sol_1 = (\text{Solve}[gbo_1 == 0, \sigma_1][[2]] // \text{Simplify})
\]
\[
\{\sigma_1 \rightarrow \sqrt{(X_{13}^2 Y_{13} Z_{13} + Y_{13} Y_{23}^2 Z_{13} + \\
\quad X_{13}^3 Y_{23} Z_{23} + Y_{13}^2 Z_{23} + Y_{23}^2 Z_{13}^2 Z_{23} - \\
\quad X_{13} X_{23} (Y_{13} Z_{13} + Y_{13} Z_{23}) - Y_{13} Y_{23} (Y_{23} Z_{13} + Y_{13} Z_{23}) - \\
\quad Y_{23} Z_{13} Z_{23} Z_{23} - Y_{13} Z_{13} Z_{23} Z_{23} + Y_{13} Z_{13} Z_{23}^2}} \}/ \\
\{\sqrt{(X_{23} Y_{13} - X_{13} Y_{23}) (X_{23} Z_{13} - X_{13} Z_{23})}\}
\]

\[
sol_2 = (\text{Solve}[gbo_2 == 0, \sigma_2][[2]] // \text{Simplify})
\]
\[
\{\sigma_2 \rightarrow \\
\quad \sqrt{(-X_{13}^2 X_{23} Z_{23} + X_{13} X_{23} (X_{23} Z_{13} + X_{13} Z_{23}) + X_{23} (Y_{13} Y_{23} Z_{13} - \\
\quad Y_{13}^2 Z_{23} - Y_{13} Z_{13} Z_{23} + Z_{13} Z_{23} Z_{23} - X_{13} (X_{23}^2 Z_{13} + \\
\quad Y_{23}^2 Z_{13} - Y_{13} Y_{23} Z_{23} - Z_{13} Z_{23} Z_{23} + Z_{13} Z_{23} Z_{23}^2))}} \}/ \\
\{\sqrt{(-X_{23} Y_{13} - X_{13} Y_{23}) (-Y_{23} Z_{13} + Y_{13} Z_{23})}\}
\]
The univariate polynomial for $\sigma_1, \sigma_2, \sigma_3$ can also be computed by employing the accelerated Dixon resultant by the early discovery factors algorithm (Dixon’s EDF), which was suggested and implemented in the computer algebra system Fermat by Lewis [22].

Symbolic Solution for the Rotation Parameters ($a, b, c$)

The parameters of the skew-symmetric matrix can also be computed using a reduced Gröbner basis. Let us express $a$ from equations $g_5$ and $g_6$.

\[
\begin{align*}
\{ grba \} &= \text{GroebnerBasis}[[g_5, g_6], \{ a, b \}, \{ b \}] \\
&= \{- a X_{23} Y_{13} + a X_{13} Y_{23} - X_{23} Z_{13} + X_{13} Z_{23} - \\
&\quad x_{23} Y_{13} \sigma_1 + a x_{13} Y_{23} \sigma_1 - x_{23} Z_{13} \sigma_1 + x_{13} Z_{23} \sigma_1 - \\
&\quad a X_{23} y_{13} \sigma_2 + a X_{13} y_{23} \sigma_2 - a x_{23} y_{13} \sigma_1 \sigma_2 + a x_{13} y_{23} \sigma_1 \sigma_2 + \\
&\quad X_{23} z_{13} \sigma_3 - X_{13} z_{23} \sigma_3 + x_{23} z_{13} \sigma_1 \sigma_3 - x_{13} z_{23} \sigma_1 \sigma_3 \}
\end{align*}
\]

Then this finds $a$.

\[
sola = \text{Solve}[grba == 0, a] // \text{Simplify} // \text{Flatten}
\]

\[
\begin{align*}
\{ a \to (X_{23} \sigma_3 - X_{13} \sigma_3 + (-X_{23} z_{13} + X_{13} z_{23}) \sigma_3 + \\
&\quad \sigma_1 (X_{23} z_{13} - x_{13} Z_{23} + (-x_{23} z_{13} + x_{13} z_{23}) \sigma_3 ) ) / \\
&\quad (-X_{23} Y_{13} + X_{13} Y_{23} + (-X_{23} y_{13} + X_{13} y_{23}) \sigma_2 + \\
&\quad \sigma_1 (-x_{23} Y_{13} + x_{13} Y_{23} + (-x_{23} y_{13} + x_{13} y_{23}) \sigma_2 ) ) \}
\end{align*}
\]

The parameter $b$ is given by one of the two equations, let us say from $g_5$.

\[
solb = \text{Solve}[g_5 == 0, b] // \text{Simplify} // \text{Flatten}
\]

\[
\begin{align*}
\{ b \to a Y_{13} + Z_{13} + a y_{13} \sigma_2 - Z_{13} \sigma_3 \\
&\quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad X_{13} + x_{13} \sigma_1 \}
\end{align*}
\]
The parameter \( c \) comes from \( g_1 \).

\[
\text{solc} = \text{Solve}[g_1 == 0, c] // \text{Simplify} // \text{Flatten}
\]

\[
\left\{ c \rightarrow \frac{x_{13} + b z_{13} - x_{13} o_1 + b z_{13} o_3}{y_{13} + y_{13} o_2} \right\}
\]

### Symbolic Solution for the Translation Parameters \((x_0, y_0, z_0)\)

The translation parameters can be similarly computed, but now from the original system of equations, \( f_i \).

\[
\text{grbX0} = \text{GroebnerBasis}[[f_1, f_2, f_3], \{x_0, y_0, z_0\}, \{y_0, z_0\}]
\]

\[
\text{solX0} = \text{Solve}[\text{grbX0} == 0, x_0] // \text{Simplify} // \text{Flatten}
\]

\[
\left\{ x_0 \rightarrow \frac{1}{\left(1 + a^2 + b^2 + c^2\right) o_1} \left(\left\{-1 + a^2 - b^2 + c^2\right\} x_1 + \left\{-2 a b + 2 c\right\} y_1 - 2 b z_1 - 2 a c z_1 + x_1 o_1 + a^2 x_1 o_1 + b^2 x_1 o_1 + c^2 x_1 o_1\right) \right\}
\]

\[
\text{grbY0} = \text{GroebnerBasis}[[f_1, f_2, f_3], \{x_0, y_0, z_0\}, \{x_0, z_0\}]
\]

\[
\text{solY0} = \text{Solve}[\text{grbY0} == 0, y_0] // \text{Simplify} // \text{Flatten}
\]

\[
\left\{ y_0 \rightarrow \frac{1}{\left(1 + a^2 + b^2 + c^2\right) o_2} \left(-2 \left(a b + c\right) x_1 + \left(-1 + a^2 - b^2 + c^2\right) y_1 + 2 a z_1 - 2 b c z_1 + y_1 o_2 + a^2 y_1 o_2 + b^2 y_1 o_2 + c^2 y_1 o_2\right) \right\}
\]
\[ \text{solZ0} = \text{Solve}[f_1 == 0, Z_0] \text{ // Simplify // Flatten} \]

\[ \begin{align*}
Z_0 & \rightarrow \frac{X_1 - c Y_1 + b Z_1 - x_1 \sigma_1 + X_0 \sigma_1 - c Y_1 \sigma_2 + c Y_0 \sigma_2 + b z_1 \sigma_3}{b \sigma_3}
\end{align*} \]

**Numerical Example**

Let us consider the numerical values of three Hungarian points in the system of ETRS89 (European Terrestrial Reference System 1989) \((x_1, y_1, z_1, x_1, y_1, z_1, x_1, y_1, z_1)\) and in the local Hungarian system HD72 (Hungarian Data 1972) \((X_1, Y_1, Z_1, X_1, Y_1, Z_1, X_1, Y_1, Z_1)\).

\[ \text{numericalValues} = \{ \]
\[ x_1 \rightarrow 4.171409.677, x_2 \rightarrow 4.146957.889, x_3 \rightarrow 3.955632.880, \]
\[ y_1 \rightarrow 1.470823.777, y_2 \rightarrow 1.277033.850, y_3 \rightarrow 1.611863.197, \]
\[ z_1 \rightarrow 4.580140.907, z_2 \rightarrow 4.659439.264, z_3 \rightarrow 4.720991.316, \]
\[ X_1 \rightarrow 4.171352.311, X_2 \rightarrow 4.146901.301, X_3 \rightarrow 3.955575.649, \]
\[ Y_1 \rightarrow 1.470893.887, Y_2 \rightarrow 1.277104.509, Y_3 \rightarrow 1.611933.124, \]
\[ Z_1 \rightarrow 4.580150.178, Z_2 \rightarrow 4.659448.287, Z_3 \rightarrow 4.721000.952 \] \}

**Using the Analytical Form of the Symbolic Solution**

Now, we proceed with the numerical computation of the parameters, substituting the numerical values into the symbolic formulas.

\[ \{t01, s1\} = \]
\[ \text{SetPrecision}[\{s1 /. \text{sol0} /. \text{newVarsA} /. \text{numericalValues}, \]
\[ 16\} \text{ // Chop // Timing} \]
\[ \{0.00051, 1.0000054081636032\} \]

\[ \{t02, s2\} = \]
\[ \text{SetPrecision}[\{s2 /. \text{sol0} /. \text{newVarsA} /. \text{numericalValues}, \]
\[ 16\} \text{ // Chop // Timing} \]
\[ \{0.000452, 0.9999978437466494\} \]

\[ \{t03, s3\} = \]
\[ \text{SetPrecision}[\{s3 /. \text{sol0} /. \text{newVarsA} /. \text{numericalValues}, \]
\[ 16\} \text{ // Chop // Timing} \]
\[ \{0.00043, 0.9999892916567600\} \]
Here are the numerical values of the scale parameters.

\[
\sigma = \{\sigma_1 \to 1.0000054081636032, 
\sigma_2 \to 0.9999784374646494, 
\sigma_3 \to 0.9999892916567600\}
\]

We continue similarly.

\[
\{ta, aa\} = 
SetPrecision[(a /. sola /. newVarsA /. s \sigma /. numericalValues), 16] // Chop // Timing
\]

\[
[0.000463, 9.269080332103913 \times 10^{-7}]
\]

\[
\{tb, bb\} = 
SetPrecision[
(b /. solb /. newVarsA /. s \sigma /. \{a \to aa\} /. 
numericalValues), 16] // Chop // Timing
\]

\[
[0.0002, -4.94661645880838 \times 10^{-6}]
\]

\[
\{tc, cc\} = 
SetPrecision[
(c /. solc /. newVarsA /. s \sigma /. \{b \to bb\} /. 
numericalValues), 16] // Chop // Timing
\]

\[
[0.000289, -3.243922351302771 \times 10^{-7}]
\]

These are the parameters in the skew-symmetric matrix.

\[
\text{sabc} = \{a \to aa, b \to bb, c \to cc\}
\]

\[
[a \to 9.269080332103913 \times 10^{-7}, 
b \to -4.94661645880838 \times 10^{-6}, c \to -3.243922351302771 \times 10^{-7}]
\]

These are the translation parameters.

\[
\text{tX0, X0} = 
SetPrecision[
(X_0 /. solX0 /. newVarsA /. s \sigma /. sabc /. numericalValues), 16] // Chop // Timing
\]

\[
[0.000454, 124.2834144979486]
\]
\{tY0, Y0\} =
SetPrecision[
    (Y0 /. solY0 /. newVarsA /. sσ /. sabc /. numericalValues),
16] // Chop // Timing

\{tZ0, Z0\} =
SetPrecision[
    (Z0 /. solZ0 /. newVarsA /. sσ /. sabc/.
    \{X0 \rightarrow X0, Y0 \rightarrow Y0\} /. numericalValues), 16] // Chop // Timing

The total time for the numerical computation of the parameters from the symbolic solution
is practically zero.

Total[\{tσ1, tσ2, tσ3, ta, tb, tc, tX0, tY0, tZ0\}]

0.003358

\section*{Using Numerical Global Polynomial Solver}

In order to compare this result with the direct numerical solution, we solve the original sys-
tem with \texttt{NSolve}.

\texttt{Neqs = \{f1, f2, f3, f4, f5, f6, f7, f8, f9\} /. numericalValues;}

The solution provides all roots.

\texttt{sol = NSolve[Neqs, \{a, b, c, σ1, σ2, σ3, X0, Y0, Z0\}] // Timing}

\[\{0.13485,\]
\[\{a \rightarrow -1.21157 \times 10^{-6}, b \rightarrow 1.17632, c \rightarrow -0.35517, σ1 \rightarrow -1.00001,\]
\[σ2 \rightarrow 0.999998, σ3 \rightarrow 0.999989, X0 \rightarrow 8.0335 \times 10^6,\]
\[Y0 \rightarrow 2.85318 \times 10^6, Z0 \rightarrow 9.44997 \times 10^6\},\]
\[\{a \rightarrow -3.31199, b \rightarrow -3.41124 \times 10^{-6}, c \rightarrow 2.81556,\]
\[σ1 \rightarrow 1.00001, σ2 \rightarrow -0.999998, σ3 \rightarrow 0.999989,\]
\[X0 \rightarrow 8.0335 \times 10^6, Y0 \rightarrow 2.85318 \times 10^6, Z0 \rightarrow 9.44997 \times 10^6\},\]
\[\{a \rightarrow 0.301933, b \rightarrow -0.850109, c \rightarrow -1.02997 \times 10^{-6},\]
\[σ1 \rightarrow 1.00001, σ2 \rightarrow 0.999998, σ3 \rightarrow -0.999989,\]
\[X0 \rightarrow 8.0335 \times 10^6, Y0 \rightarrow 2.85318 \times 10^6, Z0 \rightarrow 9.44997 \times 10^6\},\]
\[\{a \rightarrow 825 376., b \rightarrow 293 148., c \rightarrow 970 906., σ1 \rightarrow -1.00001,\]
\(s_2 \rightarrow -0.999998, \sigma_3 \rightarrow -0.999989, X_0 \rightarrow 8.0335 \times 10^6,\)
\(Y_0 \rightarrow 2.85318 \times 10^6, Z_0 \rightarrow 9.44997 \times 10^6\),
\(a \rightarrow 15.2489, b \rightarrow 2.85737, c \rightarrow 3.08269 \times 10^6,\)
\(\sigma_1 \rightarrow -1.00001, \sigma_2 \rightarrow -0.999998, \sigma_3 \rightarrow 0.999989,\)
\(X_0 \rightarrow 124.283, Y_0 \rightarrow -62.0845, Z_0 \rightarrow -102.313\),
\(a \rightarrow -1.07886 \times 10^6, b \rightarrow -0.349972, c \rightarrow 5.33669,\)
\(\sigma_1 \rightarrow 1.00001, \sigma_2 \rightarrow -0.999998, \sigma_3 \rightarrow -0.999989,\)
\(X_0 \rightarrow 124.283, Y_0 \rightarrow -62.0845, Z_0 \rightarrow -102.313\),
\(a \rightarrow -0.0655786, b \rightarrow 202.158., c \rightarrow -0.187382,\)
\(\sigma_1 \rightarrow -1.00001, \sigma_2 \rightarrow -0.999998, \sigma_3 \rightarrow -0.999989,\)
\(X_0 \rightarrow 124.283, Y_0 \rightarrow -62.0845, Z_0 \rightarrow -102.313\),
\(a \rightarrow 9.26908 \times 10^{-7}, b \rightarrow -4.94662 \times 10^{-6}, c \rightarrow -3.24392 \times 10^{-7},\)
\(\sigma_1 \rightarrow 1.00001, \sigma_2 \rightarrow 0.999998, \sigma_3 \rightarrow 0.999989,\)
\(X_0 \rightarrow 124.283, Y_0 \rightarrow -62.0845, Z_0 \rightarrow -102.313\)
## Conclusion

A fully symbolic solution was suggested to solve the 3D affine data transformation problem. We demonstrated that an elimination technique (like the reduced Gröbner basis) can be used effectively to solve this problem. The symbolic reduction can be carried out “offline,” only once, so it does not influence the computing time. This feature can be very useful when one needs to solve a three-point problem multiple times, for example in the case of the Gauss–Jacobi solution of an N-point problem. In addition, the result of the three-point problem can provide a good initial guess for solving an N-point problem with local numerical methods.

Numerical computations were carried out with Mathematica 7 running on an HP xw 4100 workstation with Windows XP operating system, 3 GHz P4 Intel processor, and 1 GB RAM.
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