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■ The Arithmetic of Points on a Conic

The example of a thermometer makes it easy to see how the real numbers (positive, zero and negative) can be represented by the points of a straight line.
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On the $x$ axis of ordinary analytic geometry, the number $x$ is represented by the point $(x, 0)$.

Given any two such numbers, $a$ and $b$, we can set up geometrical constructions for their sum, difference, product, and quotient.
However, these constructions require a scaffolding of extra points and lines. It is by no means obvious that a different choice of scaffolding would yield the same final results.

The object of the present program is to make use of a circle (or any other conic) instead of the line, so that the constructions can all be performed with a straight edge, and the only arbitrariness is in the choice of the positions of three of the numbers (for instance, 0, 1 and 2).

Although this is strictly a chapter in projective geometry, let us begin with a prologue in which the scale of abscissas on the $x$ axis is transferred to a circle by the familiar process of stereographic projection.
A circle of any radius (say 1, for convenience) rests on the $x$ axis at the origin $0$, and the numbers are transferred from this axis to the circle by lines drawn through the opposite point.

That is, the point at the top. In this manner, a definite number is assigned to every point on the circle except the topmost point itself.
The numbers 10, 100, 1000, … come closer and closer to this point on one side, and the numbers \(-10, -100, -1000, \ldots\) come closer and closer on the other side.

So it is natural to assign the special symbol \(\infty\) (infinity) to this exceptional point: the only point for which no proper number is available.

The tangent at this exceptional point is, of course, parallel to the \(x\) axis; that is, parallel to the tangent at the point 0.
Having transferred all the numbers to the circle, we can forget about the x axis; but the tangent at the point infinity will play an important role in the construction of sums.

For instance, there is one point on this tangent that lies on the line joining points 1 and 2, also on the line joining 0 and 3, and on the line joining –1 and 4. We notice that these pairs of numbers all have the same sum: \(1 + 2 = 0 + 3 = -1 + 4 = 3\).
Similarly, the tangent at 1 meets the tangent at infinity in a point that lies on the lines joining 0 and 2, −1 and 3, −2 and 4, in accordance with the equations 1 + 1 = 0 + 2 = −1 + 3 = −2 + 4.

These results could all be verified by elementary analytic geometry, but there is no need to do this, because we shall see later that a general principle is involved.

Having finished the Euclidean prologue, let us see how far we can go with the methods of projective geometry. Let symbols 0, 1, infinity be assigned to any three distinct points on a given conic.
There is a certain line through 0 concurrent with the tangents at infinity and 1; let this line meet the conic again in 2.

(Alternatively, if we had been given 0, 1, 2 instead of 0, 1, infinity, we could have reconstructed infinity as the point of contact of the remaining tangent from the point where the tangent at 1 meets the line 02.)

We now have the beginning of a geometrical interpretation of all the real numbers.

To obtain 3, we join 1 and 2, see where this line meets the tangent at infinity, join this point of intersection to 0, and assign the symbol 3 to the point where this line meets the conic again. Thus the line joining 0 and 3 and the line joining 1 and 2 both meet the tangent at infinity in the same point.
More generally, we define addition in such a way that two pairs of points have the same sum if their joins are concurrent with the tangent at the point infinity.

In other words, we define the sum $a + b$ of any two points $a$ and $b$ to be the remaining point of intersection of the conic with the line joining $0$ to the point where the tangent at infinity meets the join of $a$ and $b$.

To justify this definition, we must make sure that it agrees with our usual requirements for the addition of numbers: the commutative law

$$a + b = b + a,$$

a unique solution for every equation of the form

$$x + a = c,$$

and the associative law

$$(a + b) + c = a + (b + c).$$
The commutative law is satisfied immediately, as our definition for \( a + b \) involves \( a \) and \( b \) symmetrically.

The equation \( x + a = c \) is solved by choosing \( x \) so that \( x \) and \( a \) have the same sum as \( 0 \) and \( c \).
Thus the only possible cause of trouble is the associative law; we must make sure that for any three points \(a, b, c\) (not necessarily distinct), the sum of \(a + b\) and \(c\) is the same as the sum of \(a\) and \(b + c\).

For this purpose, we make use of a special case of Pascal’s theorem, which says that if \(ABCDEF\) is a hexagon inscribed in a conic, the pairs of opposite sides (namely \(AB\) and \(DE\), \(BC\) and \(EF\), \(CD\) and \(FA\)) meet in three points that lie on a line, called the Pascal line of the given hexagon.
In 1639, when Blaise Pascal was sixteen years old, he discovered this theorem as a property of a circle.

He then deduced the general result by joining the circle to a point outside the plane by a cone and then considering the section of this cone by an arbitrary plane.

We do not know how he proved this property of a hexagon inscribed in a circle, because his original treatise was lost, but we do know how he might have done it, using only the first three books of Euclid's *Elements*. In our own time, an easier proof can be found in any textbook on projective geometry.
Each hexagon has its own Pascal line. If we fix five of the six vertices and let the sixth vertex run round the conic, we see the Pascal line rotating about a fixed point.

If this fixed point is outside the conic, we can stop the motion at a stage when the Pascal line is a tangent. This is the special case that concerns us in the geometrical theory of addition.
The hexagon \((a, b, c, a + b, 0, b + c)\) shows that the sum of \(a + b\) and \(c\) is equal to the sum of \(a\) and \(b + c\).

Beginning with 0, 1 and infinity, we can now construct the remaining positive integers:

\[
\begin{align*}
2 &= 1 + 1, \\
3 &= 2 + 1, \\
4 &= 3 + 1, \\
5 &= 4 + 1, \\
\end{align*}
\]

and so on.
We can also construct the negative integers \(-1, -2, -3, \ldots\), given by
\[
0 = -1 + 1,
0 = -2 + 2,
0 = -3 + 3,
\]
and so on.

Alternatively, we can construct the negative integers using
\[
1 = -1 + 2,
1 = -2 + 3,
1 = -3 + 4,
\]
and so on.
By fixing $b$ while letting $a$ vary, we obtain a vivid picture of the transformation that adds $b$ to every number $a$. The points $a$ and $a + b$ chase each other round the conic, irrespective of whether $b$ happens to be positive or negative.
In our construction for the point 2, we tacitly assumed that the tangent at 1 can be regarded as the join of 1 and 1.

More generally, the join of $a$ and $b$ meets the tangent at infinity in a point from which the remaining tangent has, for its point of contact, a point $x$ such that $x + x = a + b$, namely, $(a + b) / 2$, which is the arithmetic mean (or average) of $a$ and $b$. 
This result holds not only when $a + b$ is even but also when $a + b$ is odd; for instance, when $a$ and $b$ are consecutive integers. In this way we can interpolate $1/2$ between 0 and 1, 1 1/2 between 1 and 2 and so on.

We shall find it convenient to work in the scale of 2 (or binary scale), so that the number 2 itself is written as 10, one half as 0.1, one quarter as 0.01, three quarters as 0.11 and so on.
We can now interpolate
1.1 between 1 and 10, …

1.01 between 1 and 1.1, …
... and so on to the eights between 1 and 10.

In fact, we can construct a point for every number that can be expressed as a terminating "decimal" in the binary scale. By a limiting process, we can thus theoretically assign a position to every real number.

For instance, the square root of two, being (in the binary scale)

1.0110101000001 ..., 

is the limit of a certain sequence of constructible numbers:

1, 1.01, 1.011, 1.01101, ...

Conversely, by a process of repeated bisection, we can assign a binary "decimal" to any given point on the conic. (The "but one" is, of course, the point to which we arbitrarily assigned the symbol infinity.)
We can now define multiplication in terms of the same three points 0, 1 and infinity. Two pairs of points have the same product if their joins are concurrent with the line joining 0 and infinity.

The geometrical theory of projectivities is somewhat too complicated to describe here, so let us be content to remark that, if we pursued it, we could prove that our definition for addition is consistent with this definition for multiplication.
The product is positive if the point of concurrence is outside, negative if it is inside the conic.

In other words, we define the product $a \cdot b$ of any two points $a$ and $b$ on the conic to be the remaining point of intersection of the conic with the line joining 1 to the point where the line joining 0 and infinity meets the line joining $a$ and $b$. 
Of course, the question arises as to whether this definition agrees with our usual requirements for the multiplication of numbers:

- the commutative law \( a \cdot b = b \cdot a \)
- a unique solution for every equation of the form \( a \cdot x = c \) (with \( a \neq 0 \))
- the associative law \( (a \cdot b) \cdot c = a \cdot (b \cdot c) \)

The commutative law is satisfied immediately, as our definition for \( a \cdot b \) involves \( a \) and \( b \) symmetrically.

The equation \( a \cdot x = c \) is solved by choosing \( x \) so that \( a \) and \( x \) have the same product as 1 and \( c \).

Finally, another application of Pascal's theorem suffices to show the associative law.
That is, for any three points \(a, b, c\), the product of \(ab\) and \(c\) is equal to the product of \(a\) and \(bc\). In fact, the appropriate hexagon is \((a, b, c, ab, 1, bc)\).

By fixing \(b\) while letting \(a\) vary, we obtain a vivid picture of the transformation that multiplies every number by \(b\). If \(b\) is positive, the points \(a\) and \(ab\) chase each other round the conic.
But if $b$ is negative, they go round in opposite directions.

The familiar identity $2 \times 2 = 4$ is illustrated by the concurrence of the tangent at 2 with the line joining 1 and 4 and the line joining 0 and infinity.
More generally, if \( a \) and \( b \) are any two numbers having the same sign, the join of the corresponding points meets the line joining 0 to infinity in a point from which the two tangents have, for their points of contact, points \( x \) such that \( x^2 = a \cdot b \), namely \( \pm \sqrt{a \cdot b} \), where the square root of \( a \cdot b \) is the geometric mean of \( a \) and \( b \).

Setting \( a = 1 \) and \( b = 2 \), we obtain a construction for the square root of two without having recourse to any limiting process. In fact, we have finite constructions for all the "quadratic" numbers commonly associated with Euclid’s straight-edge and compass.
- **Projectivities**

One of the most fruitful ideas of the nineteenth century is that of one-to-one correspondence. It is well illustrated by the example of cups and saucers. Suppose we have about a hundred cups and about a hundred saucers and wish to know whether the number of cups is actually equal to the number of saucers. This can be determined, without counting, by the simple device of putting each cup on a saucer, that is, by establishing a one-to-one correspondence between the cups and saucers.

In our first application of this idea to plane geometry, the cups are points, the saucers are lines and the relation "cup on saucer" is incidence. As we know, a line is determined by any two of its points and is of unlimited extent. We say that a point and a line are "incident" if the point lies on the line; that is, if the line passes through the point. It is natural to ask whether the number of points on a line is actually equal to the number of lines through a point. In ordinary geometry both numbers are infinite, but this fact need not trouble us: if we can establish a one-to-one correspondence between the points and lines, there are equally many of each.

The set of all points on a line \( o \) is called a range and the set of all lines through a point \( O \) is called a pencil. If the line \( o \) and the point \( O \) are not incident, we can establish an elementary correspondence between the range and the pencil by means of the relation of incidence. Each point \( X \) of the range lies on a corresponding line \( x \) of the pencil. The range is a section of the pencil (namely the section by the line \( o \)) and the pencil projects the range (from the point \( O \)).
In our picture, the range is represented by a red point \( X \) moving along a fixed line \( o \) (which, for convenience, is taken to be horizontal) and the pencil is represented by a green line \( x \) rotating around a fixed point \( O \).

There is evidently a green line for each position of the red point. But we must admit that for some positions of the green line the red point cannot be seen because it is too far away; in fact, when the green line is parallel to \( o \) (that is, horizontal), the red point is one of the ideal "points at infinity" that we agree to add to the ordinary plane so as to make the projective plane. Without this ideal point, our elementary correspondence would not be one-to-one: the number of points in the range would be one less than the number of lines in the pencil. In other words, the postulation of ideal points makes it possible for us to express the axioms for the projective plane in such a way that they remain valid when we consistently interchange the words "point" and "line" (and consequently also certain other pairs of words such as "join" and "meet", "on" and "through", "collinear" and "concurrent" and so forth). It follows that the same kind of interchange can be made in all the theorems that can be deduced from the axioms.

This principle of duality is characteristic of projective geometry. In the plane we interchange points and lines. In space, the same principle enables us to interchange points and planes, while lines remain lines.
When we regard the elementary correspondence as taking us from the point $X$ to the line $x$, we write the capital $X$ before the small $x$, as $X \pi x$. The inverse correspondence, from $x$ to $X$, is denoted by the same sign with the small $x$ before the capital $X$, as $x \pi X$. If $A, B, C, \ldots$ are particular positions of $X$, and $a, b, c, \ldots$ of $x$, we write all these letters before and after the sign, taking care to keep them in their corresponding order (which need not be the order in which they appear to occur in the figure), $A, B, C, \ldots \pi a, b, c, \ldots$.

This notation enables us to exhibit the principle of duality as the possibility of consistently interchanging capital and small letters.

By combining two elementary correspondences, one relating a range to a pencil and the other a pencil to a range, we obtain a perspectivity. This either relates two ranges that are different sections of one pencil, or two pencils that project one range from different centers.

In the former case, two of the symbols with one bar $X \pi x, x \pi Y$ or $X \pi x \pi Y$ can be abbreviated to one with two bars, or, if we wish to specify the point $O$ that carries the pencil, we put $O$ above the two bars, as $\overline{O \pi m}$. 
In the latter case (when two pencils project one range from different centers), the two symbols with one bar are again abbreviated to one with two bars, and if we wish to specify the line $o$ that carries the range, we put $o$ above the bars.
abcd ∩ efgh
We can easily go on to combine three or more elementary correspondences. But then we prefer not to increase the complication of the symbols. Instead, we retain the simple symbol (with just one bar) for the product of any number of elementary correspondences. Such a transformation is called a projectivity. Thus elementary correspondences and perspectivities are the two simplest instances of a projectivity.

The product of three elementary correspondences is the simplest instance of a correspondence relating a range to a pencil in such a way that the range is not merely a section of the pencil.
\[ABCD \cong \text{efgh}\]
The product of four elementary correspondences, being the product of two perspectivities, shares with a simple perspectivity the property of relating a range to a range or a pencil to a pencil. Now there is the interesting possibility that the initial and final range (or pencil) may be on the same line (or through the same point). We see two moving red points $X$ and $Z$, on $o$, related by perspectivities from $O$ and $M$ to an auxiliary red point $Y$ on $m$. When $X$ reaches $C$, on $m$, we have another invariant point; the three red points all come together.

Such a projectivity, having two distinct invariant points, is said to be hyperbolic.
On the other hand, the three lines $o$, $m$ and $OM$ may all meet in a single point $C$, so that $F$ coincides with $C$ and there is only one invariant point. Such a projectivity is said to be parabolic.
A third possibility is an elliptic projectivity that has no invariant point, but this is more complicated, requiring three perspectivities (i.e., six elementary correspondences). The centers of the three perspectivities are $S$, $E$ and $Q$. The green lines, rotating around these points, yield four red points. Two of the red points $W$ and $Q$ chase each other along the bottom line $AD$.

These two points are related by the elliptic projectivity.

However, this is not the most general elliptic projectivity.

There is a special feature arising from the fact that the points $S$, $E$, $Q$ lie on the sides of the green triangle. When one of the two red points is at $A$, the other is at $D$, and vice versa: the projectivity interchanges $A$ and $D$ and is consequently called an involution. Thus we are watching an elliptic involution.

Looking closely, we see that it not only interchanges $A$ and $D$ but also interchanges every pair of related points. For instance, it interchanges $E$ with $B$ (on $SQ$). An important theorem tells us that for any four collinear points $A$, $B$, $D$, $E$, there is just one involution that interchanges $A$ with $D$ and $B$ with $E$. 
We denote it by \((AD)(BE)\). At any instant, the two red points are a pair belonging to this involution. Call them \(C\) and \(F\). We now have three pairs of points, \(AD, BE, CF\), on the bottom dark blue line, all belonging to one involution. The other lines form the six sides of a complete quadrangle \(PQRS\), which consists of four points (no three collinear) and the six lines that join them in pairs. Two sides are said to be opposite if their point of intersection is not a vertex; for instance, \(SP\) and \(QR\) are a pair of opposite sides.
We see now that the six points named on the bottom dark blue line are sections of the six sides of the quadrangle, and that each related pair comes from a pair of opposite sides. Accordingly the six points, paired in this particular way, are said to form a quadrangular set. Here is another version of the quadrangle $PQRS$ and the corresponding quadrangular set $AD, BE, CF$. As before, $CF$ is a pair of the involution $(AD) (BE)$. 

![Diagram of quadrangle PQRS and quadrangular set AD, BE, CF]
This remains true when we move the bottom dark blue line to a new position so that $D$ coincides with $A$ and $E$ with $B$. Now $A$ and $B$ are invariant points, and we have a hyperbolic involution $(AA)(BB)$, which still interchanges $C$ and $F$.

The quadrangular set of six points has become a harmonic set of four points. We say that $C$ and $F$ are harmonic conjugates of each other with respect to $A$ and $B$, and that the four points satisfy the relation $H(AB, CF)$.

This means that there is a quadrangle $PQRS$ having two opposite sides through $A$ and two opposite sides through $B$, while one of the remaining two sides passes through $C$ and the other through $F$. 

---

*Hyperbolic Involution $(AA)(BB)$*

$ABC \not\parallel AQR \not\parallel ASP \not\parallel ABF$
Given A, B and C, we can construct F by drawing a triangle SRQ whose sides pass through these three points.
Let $AS$ meet $BR$ in $P$; then $PQ$ meets $AB$ in $F$. Of course, the hyperbolic involution $(AA)(BB)$ can still be constructed as the product of three perspectivities (with centers $S, B, Q$).
But the invariant points $A$ and $B$ enable us to replace these three perspectivities by two, with centers $O$ (where $AP$ meets $CQ$) and $P$. 

Hyperbolic Involution $(AA)(BB)$

$ABC \overset{P}{\not=} SBQ \overset{P}{\not=} ABF$
Another product of two perspectivities relates ranges on two distinct lines. The fundamental theorem of projective geometry tells us that a projectivity relating ranges on two such lines is uniquely determined by any three points of the first range and the corresponding three points of the second. There are, of course, many ways to construct the projectivity as the product of two or more perspectivities, but the final result will always be the same.

For instance, there is a unique projectivity relating $AED$ on the first line to $BDC$ on the second. This means that for any point $X$ on $DE$ there is a definite point $Y$ on $CD$. 

![Diagram showing projectivity between range $AED$ and range $BDC$.]
The simplest way to construct this projectivity is by means of perspectivities from $B$ and $A$, so that $X$ is first related to $Z$ on $EC$ and then to $Y$ on $CD$. We can regard $XYZ$ as a variable triangle whose vertices run along fixed lines $DE$, $EC$, $CD$ while the two sides $YZ$ and $ZX$ rotate around fixed points $A$ and $B$. The third side joins the projectively related points $X$ and $Y$. 
This construction remains valid when \(A\) and \(B\) are of general position, instead of lying on the lines that carry the related ranges. Let \(AB\) meet \(DE\) in \(I\) and \(CD\) in \(J\). Now we have a construction for the unique projectivity that relates \(IED\) to \(JDC\).

As before, the vertices of the variable triangle \(XYZ\) run along fixed lines \(DE, EC, CD\) while the two sides \(YZ\) and \(ZX\) rotate around the fixed points \(A\) and \(B\). The possible positions for the third side \(XY\) include, in turn, each of the five sides of the pentagon \(ABCDE\).
Carefully watching this line \(XY\), we see that it envelops a beautiful curve.

This is the same kind of curve that was constructed quite differently by Menaechmus about 340 BC. Since that time it has been known everywhere as a conic. One important property is that a conic is uniquely determined by any five of its tangents, and that these may be any five lines of which no three are concurrent.
Since the possible positions for our variable line $XY$ include, in turn, each side of the pentagon $ABCDE$, we call its envelope the conic inscribed in this pentagon.
To sum up: Let $Z$ be a variable point on the diagonal $CE$ of a given pentagon $ABCDE$. Then the point $X$, where $ZB$ meets $DE$, and the point $Y$, where $ZA$ meets $CD$, determine a line $XY$ whose envelope is the inscribed conic.
For any particular position of Z (on CE), we see a hexagon ABCYXE whose six sides all touch the conic. The three lines AY, BX, CE, which join pairs of opposite vertices, are naturally called diagonals of the hexagon. Thus, if the diagonals of a hexagon are concurrent, the six sides all touch a conic. Conversely, if all the sides of a hexagon touch a conic, five of them can be identified with the lines DE, EA, AB, BC, CD. Since the given conic is the only one that touches these fixed lines, the sixth side must coincide with one of the lines XY that we have constructed. We thus have Brianchon’s theorem: If a hexagon is circumscribed about a conic, the three diagonals are concurrent.
All these results can, of course, be dualized. (Now all the letters that we use are lowercase, representing lines.)
For any pentagon $abcde$ whose vertex $a.b$ is joined to $d.e$ by $i$ and to $c.d$ by $j$, there is a unique projectivity relating $ied$ to $jdc$. 
The sides of the variable triangle \( xyz \) rotate about fixed points \( d.e, e.c, c.d \) while the two vertices \( y.z \) and \( z.x \) run along the fixed lines \( a \) and \( b \). The possible positions for the third vertex \( x.y \) include, in turn, each of the five vertices of the pentagon.
Carefully watching this moving point \( x, y \), we see that it traces out a curve through these five fixed points (no three concurrent).

What is this curve, the dual of a conic?
One of the many possible definitions for a conic exhibits it as a self-dual figure, with the interesting result that the dual of a conic (regarded as the envelope of its tangents) is again a conic (regarded as the locus of the points of contact of these tangents).
Thus the locus of the point \(x,y\) is a conic, and this is the only conic that can be drawn through the five vertices of the pentagon.
To sum up: Let \( z \) be a variable line through the intersection \( c.e \) of two non-adjacent sides of a given pentagon \( abcde \). Then the line \( x \), which joins \( a.b \) to \( d.e \), and the line \( y \), which joins \( z.a \) to \( c.d \), determine a point \( x.y \) whose locus is the circumscribed conic.
The hexagon $abcxe$, which, for convenience, we rename $abcdef$, yields the dual of Brianchon’s theorem, namely Pascal’s theorem: If $abcdef$ is a hexagon inscribed in a conic, the points $a.d$, $b.d$, $c.f$ (where pairs of opposite sides meet) are collinear.
The hexagon that we see is, perhaps, unusual, because its sides cross one another. From the standpoint of projective geometry, this feature is irrelevant. A convex hexagon \( abcd ef \) would serve just as well, but the "diagonal points" would be inconveniently far away. Another natural observation is that our conic looks like the familiar circle. In fact, this famous theorem was first proved for a circle in 1639, when its discoverer, Blaise Pascal, was only sixteen years old. Nobody knows just how he did it, because his original treatise has been lost.

But there is no possible doubt about how he deduced the analogous property of the general conic. He joined the circle and lines to a point outside the plane, obtaining a cone and planes. Then he took the section of this solid figure by an arbitrary plane.

We change the position of the points of the hexagon.
In this way the conic appears in one of its most ancient aspects: as the section of a circular cone by a plane of general position.

We change the position of the points of the hexagon.
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