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Financial economics includes the study of the density of ‘excess returns,’ having skewness, fat tails, and excess kurtosis. We illustrate it using monthly data on a mutual fund. The nonnormality of $f(x)$ impacts measurement of potential losses by ‘value at risk’ (VaR). Since finance literature has mostly ignored Azzalini’s [1] skew normal (SN) density, our aim is to illustrate its implementation using Mathematica and mathStatica [2]. We use a location-scale version of the SN distribution, create its likelihood function, and use maximum likelihood (ML) to estimate its parameters. We illustrate it with data for a mutual fund and report the ML estimates, quantiles of $f(x)$, and the VaR.

1. Introduction

Excess return from an asset (e.g., a mutual fund) is defined as the return over and above the risk-free rate (e.g., interest rate earned on the three-month U.S. Treasury Bills). Recent literature in financial economics recognizes that the density of excess returns $f(x)$ is often nonnormal due to skewness, kurtosis, and fat tails. While some extensions of the normal called log-normal and inverse Gaussian have been used, Azzalini’s [1] SN density appears to have been ignored. The aim of this article is to introduce mathStatica implementation from [3]. This software also enables easy estimation of several other nonnormal $f(x)$ for myriad potential uses in finance. We discuss ML estimators for the parameters of the SN density.

Wall Street investors, bankers, and government regulators often want a dollar figure on the potential loss in a worst-case scenario. VaR is one such measure developed by statisticians at RiskMetrics Group, a private company in New York. VaR is often described as based on historical volatility and tells the investor what might happen if some unusual event made the asset more volatile than normal. Although actual measurements differ among analysts, VaR is often obtained from a low (e.g., 1%) quantile of a parametric or nonparametric $f(x)$. Since mutual fund investors have seen three consecutive down years, both investors and regulators are concerned about fund VaR values. Morgenstern [4] notes that
risky funds in the aggressive growth stock category have recently experienced $5.41 billion in redemptions compared to May 2002, whereas fund managers have increased assets in the aggressive category from $430 billion to $1.3 trillion. Our point is that VaR is important in finance, and we propose simple tools for calculating it with the help of \textit{mathStatica}.

Section 2 considers the Alliance All-Asia Investment Advisors Fund mutual fund, with the ticker symbol AAAYX, for the period of $T = 132$ months from January 1987 to December 1997 from [5]. Descriptive statistics reveal that the density $f(x)$ is negatively skewed. Section 3 provides a generalised SN model adjusted for location and scale. Section 4 discusses ML estimation of the parameters of the generalised SN density. Section 5 briefly discusses VaR.

In future work, we expect to develop \textit{mathStatica} software for a new maximum entropy algorithm (ME-alg) for the time series inference suggested in [6] for inference regarding the VaR. Classical time series inference methods treat the observed time series $x_t$ as one random realization from an unobservable ensemble $\Omega$. These were developed in the 1930s before computers and before Shannon information and entropy ideas were developed. The ME-alg suggests a computer intensive construction of an approximate $\Omega$ built up from elements $\Omega_j$ for $j = 1, 2, \ldots, J$ with $J$ a large number. Section 6 contains our conclusions.

We begin by loading the \textit{mathStatica} package.

\begin{verbatim}
In[1]:= <<mathStatica.m
\end{verbatim}

\section*{2. The Empirical Data}

The data for AAAYX, \texttt{ydata}, is loaded as follows.

\begin{verbatim}
\end{verbatim}

The descriptive statistics for our data are given by using \texttt{Statistics'DescriptiveStatistics'}. 
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These reports show that the usual normal distribution is not suitable for our data and that the negative skewness requires extra care in interpreting the results. To illustrate graphically, \textit{mathStatica} can be used for nonparametric kernel density estimation in two steps. First, we specify the kernel as the Gaussian kernel. The second step is to choose the bandwidth denoted here by $c$.

\begin{verbatim}
In[7]:= Gauss = \frac{e^{-\frac{x^2}{2}}}{\sqrt{2\pi}}; 
    domain[Gauss] = \{y, -\infty, \infty\}; 
In[9]:= c = Bandwidth[ydata, Gauss, Method \to SheatherJones] 
Out[9]= 1.104
\end{verbatim}

Since the kernel $K$ and $c$ have now been specified, we can plot Figure 1 as our smoothed nonparametric kernel density estimate using the \texttt{NPKDEPlot[data, K, c]} function.

\begin{verbatim}
In[10]:= NPKDEPlot[ydata, Gauss, c];
\end{verbatim}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig1.png}
\caption{Figure 1.}
\end{figure}

The preceding discussion and plot illustrate a common situation: normality is often not suitable for many financial time series including ours. \textit{mathStatica} can
effectively implement a wide range of nonnormal densities for applications in finance.


Next, we illustrate the power of *mathStatica* and *Mathematica* in financial economics by implementing a generalised version of Azzalini’s SN density in the context of our example. Azzalini [1] proved that if a random variable $X$ has a pdf $f(x)$ which is symmetric about 0, and cdf $F(x)$, then $g(x) = 2 f(x) F(\lambda x)$ is also a pdf, for parameter $\lambda \in \mathbb{R}$. If $X \sim N(0, 1)$, then $g(x)$ is Azzalini’s SN density. Unfortunately, the latter does not contain sufficient flexibility for our financial application which will require both a scale parameter (for large variance) and a location parameter.

To start our generalisation, we first introduce a scale parameter $w > 0$... hence, let $X \sim N(0, w^2)$ with pdf $f(x)$.

\[
\text{ln[11]}: \quad f = \frac{1}{w \sqrt{2 \pi}} \exp\left[-\frac{x^2}{2 w^2}\right];
\]

\[
\text{domain}[f] = \{x, -\infty, \infty\} \land \{w > 0\};
\]

The cdf evaluated at $F(\lambda x)$ is:

\[
\text{ln[13]}: \quad F = \text{Prob}[\lambda x, f]
\]

\[
\text{Out[13]} = \frac{1}{2} \left(1 + \text{Erf}\left[\frac{x \lambda}{\sqrt{2} w}\right]\right)
\]

Then, our generalised Azzalini skew $N(0, w^2)$ density, $g(x)$, is simply:

\[
\text{ln[14]}: \quad g = 2 \ast f \ast F
\]

\[
\text{Out[14]} = \frac{e^{-\frac{x^2}{2 w^2}} \left(1 + \text{Erf}\left[\frac{\lambda x}{\sqrt{2} w}\right]\right)}{\sqrt{2 \pi} w}
\]

with domain of support:

\[
\text{ln[15]}: \quad \text{domain}[g] = \{x, -\infty, \infty\} \land \{\lambda \in \mathbb{Reals}, \ w > 0\};
\]

Next, we introduce a location parameter $\xi$ into the model by transforming $X \rightarrow Y$ such that $Y = X + \xi$. This is facilitated by *mathStatica*’s *Transform[ ]* function to yield pdf $h(y)$.

\[
\text{ln[16]}: \quad h = \text{Transform}[y := x + \xi, g]
\]

\[
\text{Out[16]} = \frac{e^{-\frac{(y - \xi)^2}{2 w^2}} \left(1 + \text{Erf}\left[\frac{\lambda (y - \xi)}{\sqrt{2} w}\right]\right)}{\sqrt{2 \pi} w}
\]

with domain of support:

\[
\text{ln[17]}: \quad \text{domain}[h] = \{y, -\infty, \infty\} \land \{\lambda \in \mathbb{Reals}, \xi \in \mathbb{Reals}, \ w > 0\};
\]
Figure 2 plots our generalised location-scale SN density for three values of the key parameter $\lambda$ to verify that its negative values lead to negative skewness in a graph. Note that if a mutual fund has $\lambda = -9$ (other things being equal), it is mostly losing money. In the sequel, we shall estimate $\lambda$ by maximizing the likelihood function.

```
In[18]:= PlotDensity[h/. {\xi \to 0, w \to 1, \lambda \to \{0, -2, -9\}, \{y, -3, 3\}};
```

![Figure 2.](image)

### 4. Maximum Likelihood Estimation

Next, we activate *mathStatica*'s `SuperLog` function for subsequent calculation of the log likelihood for $b(y)$.

```
In[19]:= SuperLog[On]
```

```
SuperLog is now On.
```

Now we are ready to define $\log L_\theta$, the log of the likelihood function, from a product of $b(y)$ densities over $n$ observations.

```
In[20]:= \log L_\theta = \log \left[ \prod_{i=1}^{n} b(y_i) \right]
```

```
Out[20]= -\frac{1}{2 w^2} \left( n \xi^2 + n w^2 \log[2] + n w^2 \log[n] + 2 n w^2 \log[w] - 2 \sum_{i=1}^{n} \log\left[ \frac{\lambda - \xi + y_i}{\sqrt{2} w} \right] - 2 \xi \sum_{i=1}^{n} y_i + \sum_{i=1}^{n} y_i^2 \right)
```

The ML estimates of the three parameters $\xi$, $\lambda$, and $w$ require differentiation of the $\log L_\theta$, leading to three so-called score functions.
Mathematica's warning message suggests that
we should try other methods and starting points. We will try another search, now using Method → Gradient and slightly different starting points.

\begin{verbatim}
In[24]:= sol1 = FindMaximum[obslogL, \{\xi, 0.78\},
{\lambda, -0.014}, \{w, 3.75\}, Method → Gradient]
Out[24]= \{-361.342, \{\xi → 2.40441, \lambda → -0.55144, w → 3.779\}\}
\end{verbatim}

The new output in sol1 is already an improvement. But is it the maximum? By the first-order conditions, the gradients of the observed logL_\theta evaluated at sol1[2] should be zero.

\begin{verbatim}
In[25]:= grd = Grad[obslogL, \{\xi, \lambda, w\}];
grd /.sol1[2]
Out[25]= \{-2.18193, -6.30854, 5.34271\}
\end{verbatim}

These values of the gradient clearly are not close enough to zero. Similarly, the second-order conditions for a maximum require that the matrix \texttt{H} of second-order partials be negative definite. \texttt{Hessian} calculates this matrix, and \texttt{Eigenvalues} calculates its eigenvalues as follows:

\begin{verbatim}
In[27]:= hess = Hessian[obslogL, \{\xi, \lambda, w\}];
Eigenvalues[hess /. sol1[2]]
Out[27]= \{-61.5201, -25.7395, 0.293474\}
\end{verbatim}

Unfortunately, the last eigenvalue, although small, does not ensure negative definiteness. The issue is whether the observed log likelihood is concave near the solution. McCullough and Vinod [7, 8] recommend searching near all ML solutions to be certain. Fortunately, \texttt{Mathematica} makes these searches relatively easy to implement by specifying an alternative method. Hence we try the \texttt{Newton} estimation method.

\begin{verbatim}
In[28]:= sol2 = FindMaximum[obslogL, \{\xi, 0.78\},
{\lambda, -0.014}, \{w, 3.75\}, Method → Newton]
Out[28]= \{-354.229, \{\xi → 4.54772, \lambda → -2.30187, w → 5.34561\}\}
\end{verbatim}

Is this solution (denoted by \texttt{sol2}) superior to the first one? The maximized value of the log likelihood has increased from -361.342 to -354.229. So the solution has clearly improved. The solution for the location parameter \xi is not comparable to the sample mean 0.7387 for our mutual fund, because of the scale change by \textit{w}. The comparable value is obtained as:

\begin{verbatim}
In[29]:= \xi2 = \xi / w;
\xi2 /. sol2[2]
Out[30]= 0.85074
\end{verbatim}

To determine if \texttt{sol2} is good enough we study its properties as before.

\begin{verbatim}
In[31]:= grd /. sol2[2]
Out[31]= \{-1.89938 \times 10^{-8}, -2.48643 \times 10^{-8}, 3.99092 \times 10^{-9}\}
In[32]:= Eigenvalues[hess /. sol2[2]]
Out[32]= \{-16.0411, -12.9347, -1.70855\}
\end{verbatim}
This solution has the desirable property that the gradients are very close to zero. The shape of the log likelihood near this second ML solution is concave, since the Hessian is negative definite. For a graphical assessment of the goodness-of-fit of the model to the data, we plot the data (solid line) and the fitted location-scale SN density \( h(y) \) (dashed line) side by side in Figure 3.

\[
\text{In[33]:= FrequencyPlot[ydata, h/. sol2[2]];}
\]

\[
\text{Out[33]= }
\]\n
\textbf{Figure 3.}

Since this fit is visually close, we will accept \texttt{sol2} as our solution. The next step is to consider the statistical inference for the Newton solution of the three parameters. It is well known that the negative of the inverse of the Hessian matrix evaluated at the solution provides the asymptotic variance-covariance matrix of the ML parameter estimates.

\[
\text{In[34]:= asycov = -Inverse[hess/. sol2[2]]}}
\]

\[
\text{Out[34]= }
\]

\[
\begin{pmatrix}
0.216946 & -0.180039 & 0.154585 \\
-0.180039 & 0.289606 & -0.174896 \\
0.154585 & -0.174896 & 0.218391
\end{pmatrix}
\]

The standard errors of the ML estimates are given by the diagonals of the preceding matrix. Hence we write student’s t statistics as:

\[
\text{In[35]:= }\frac{\{\xi, \lambda, \omega\} / . \text{sol2[2]} \sqrt{\text{Table[asycov[i, i], \{i, 3\}])}}}{\text{Out[35]= }\{9.76378, -4.27738, 11.4388\}}
\]

Note that the t statistics are scale-free and suggest statistical significance of the three parameters at conventional confidence levels. We conclude that this mutual fund yields statistically significant positive return even after allowing for negative skewness in the data. The ML estimate of the skewness parameter, \( \lambda \) is \(-2.30187\), is also of interest in financial economics in the following sense. Note that except for location and scale change, the density for our fund is close to the dotted line in Figure 3. If there are two funds with identical mean and variance but distinct skewnesses, then the investor would be better off choosing the fund with a larger (more positive) skewness.
The asymptotic inference may not be satisfactory in relatively small samples in finance. In future work we expect to develop a new maximum entropy algorithm (ME-alg) for the time series inference suggested in [6] for such inference.

5. Value at Risk

The VaR is a popular measure of potential loss used by investors, bankers, and regulators. Let $\Delta P(t) = P(t + \tau) - P(t)$ be the change in the value of a portfolio at time $t$ for horizon $\tau$ and let $\alpha < 0.5$ denote a probability. The VaR is defined by the probability statement:

$$\Pr[\Delta P(t) < -\text{VaR}] = 1 - \alpha,$$

(1)

where the negative VaR is designed to measure losses in positive dollars. Intuitively, VaR measures a worst-case scenario loss associated with ‘long’ positions (buying side). For example, consider an investor with a time horizon $\tau$ of one year buying $100,000 worth of mutual fund shares, $P(t) = 100000$. Now assume that the fund could lose 25% or more of its value in a year with probability $\alpha = 0.01$. Then $\Pr[\Delta P(t) < 25000] = 0.99$, implying that VaR = $25,000 is an upper bound on the loss. Note that we can compute the VaR for any density whose cdf is known, at least numerically.

```math
In[36]:= Quantile[ydata, 0.01]
Out[36]=-9.629
```

For our original data in terms of returns, the low return of $-9.629\%$ suggests VaR = $9629$. It is customary not to use the estimate based on the empirical cdf, since the investor is concerned with worst-case scenarios, beyond what was experienced. One way to do this has been to use the lower one percentile of $N(0, 1)$, namely $-2.33$.

```math
In[37]:= Mean[ydata] - 2.33*Variance[ydata]
Out[37]=-8.03347
```

This suggests that VaR = $8033$. It is somewhat surprising that the VaR from $N(0, 1)$ is less than $9629$, from the quantile of the original data. We have not yet computed the VaR from $h(y)$. First, let us check its cdf as:

```math
In[38]:= Prob[y, h]
Out[38]=\int_{-\infty}^{y} e^{-\frac{(y-u)^2}{2\sigma^2}} \left(1 + \text{Erf}\left[\frac{u + x}{\sqrt{2}\sigma}\right]\right) dy \sqrt{2\pi\sigma}
```

Since inverting this analytically is not feasible, we use numerical methods as follows. A numerical version of the density is:

```math
In[39]= h2 = h /. sol2[[2]]
Out[39]= 0.0746299 e^{-0.0174975 (-4.54772+y)^2} (1 + \text{Erf}\{-0.304487 (-4.54772+y)\})
```
The numerical cdf is obtained by integrating $b_2(y)$ as follows:

\[
\text{In[40]}:= \text{NProb}[r\_?\text{NumericQ}] := \text{NIntegrate}[b_2, \{y, -\infty, r\}]
\]

Next, we ask \textit{Mathematica} to search for the value of $Y$ at which the numerical cdf is equal to 0.01.

\[
\text{In[41]}:= \text{FindRoot}[\text{NProb}[r] == 0.01, \{r, -15, -5\}]
\]

\[
\text{Out[41]}= \{r \to -9.22166\}
\]

Hence the VaR estimated from the location-scale SN density is $9222$, rounded to the nearest dollar. Vinod and Morey \cite{10} note that financial economists usually ignore the estimation risk. Since this is also true in calculated VaR estimates, there is a need to develop inference methods for VaR. In future work, using tools described in Section 2.6 of \cite{1} we seek to compute pseudo-random number generation from our $b(y)$ and also from the kernel density plotted in Figure 1. The large number ($J = 999$, say) of realizations of VaR can then be ordered from the smallest to the largest and denoted by VaR($j$) with $j = 1, 2, ..., J$. An obvious possibility is to choose the VaR(10) as the estimate of VaR which incorporates both estimation risk and investment risk.

6. Conclusion

We provide descriptive statistics and graphics which show that monthly excess returns data for a mutual fund reveals that their distribution $f(x)$ is nonnormal. Since the SN distribution has been generally ignored by financial economists, we consider its potential in describing $f(x)$. Using \textit{mathStatica}, \cite{2}, we derive the score function for the parameters $\xi, \lambda,$ and $w$ of a location-scale SN density and their ML estimators. We note that \textit{mathStatica} and \textit{Mathematica} provide tools for numerous potential uses in finance, including ML estimation of parameters of several nonnormal $f(x)$. We show that these densities can be further used to compute low percentiles (1%) to help compute the VaR, which is gaining considerable use by Wall Street practitioners and the financial media \cite{3}.
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